


We've got five days together. Thank you for spending your time with us.

There is a link to all the materials and labs at www.SpeakerRex.com/mma. 
Caleb, will put the link in chat. 

For those of you that choose to buy the book or the Audible version. THANK 
YOU - we noticed the sales counts tick up recently, and suspect we have you 
to thank. We appreciate that, truly. For those that haven’t purchased the book, 
we have provided access to a draft of part 1 of the book via an electronic 
version from the link on the websites. Also, on the website, you will find all of 
the labs we will do together. 

We will be using Claude, Chat GPT, and Gemini, Meta and more. You will find 
links at the top of the lab page. If you haven’t done so already, be sure to click 
the link to ensure you are logged into Claude and NotebookLM for today. We 
will use Fireflies, Meta and Napkin.ai tomorrow. In case you don’t have 
access, because some companies and some countries block access to some 
providers, we will debrief each exercise and show you the steps and output.

http://www.speakerrex.com/mma


<>



We left off yesterday seeing that AI displays 
some very impressive capabilities. It can ace 
graduate level exams, and it has an uncanny 
ability to figure out where a location is. We 
also saw that the AI has a very different skill 
set than humans have. It's surprisingly weak 
on some tasks we would consider easy. 
A takeaway I wanted people to get from 
yesterday is that the AI’s intelligence is not 
human intelligence. If we want to understand 
AI, we need to look it as its own object of 
study, it doesn’t work to treat AI like an 
artificial human brain.



We’re going to explore that intelligence today.



I alluded to the idea yesterday that AI models 
are “grown” rather than programmed. So, the 
focus of today will be around how that AI is 
grown, and what skills and capabilities the AI 
grows. We’ll end by looking at how different 
skills are activated, and how you can take 
advantage of these insights to get more out of 
AI.

------



[ The goal is to take a messy input—something that marketers routinely deal with, 
such as a cluttered Sharepoint folder full of slide decks, PDFs, and campaign notes—
and produce a clear “insight stack” from it using modern AI tools. This builds on your 
earlier “driver segmentation from review text” exercise, but this time they’re not 
working from polished customer input—they’re working from organizational noise. 
https://chatgpt.com/c/68181fc5-0f68-8011-b767-677f26339378 ] 

https://chatgpt.com/c/68181fc5-0f68-8011-b767-677f26339378


I want to start by contrasting how an AI learns and functions, 
compared to how a human does. 

Let’s say we ask a factual question, such as “What is the radius of the 
earth?” <>
When you--as a human look-- at this question, you probably try to 
figure out the correct answer. You’re likely inclined to try to answer 
with the the response that is true and accurate. As humans, we interact 
with language in order to communicate. So if you don’t know the 
answer, you’ll probably respond with uncertainty, whereas if you do 
know the answer, you’ll likely give that correct answer confidently. <>
When an AI sees this question, its goal is very different. It doesn’t have 
a notion of truth. It’s not trying to evaluate the question and give you 
the right answer. It’s also not trying to communicate effectively with 
you. AI has one goal, its to predict the next word. As a human, you care 
about your answer being understood by the person who asked the 
question, but the AI doesn’t care whatsoever. <>
This fact it is inherent in how these models were trained. The problem 
is that what we’d love to do, is give AI a bunch of data, and say, “I want 
you to understand this information, and learn how to communicate it 



effectively.” BUT, AI can only learn off of input-output pairs (as we showed 
yesterday). In order to run gradient descent, you need to be able to say, “this 
is what the answer was supposed to look like, for this given input”. It's really 
difficult to convert understanding and communication into a mathematical 
object you can use to train the AI. <>
So instead, these models were trained by hiding random words in text. They 
took some text data like this, and hid some words, and asked AI, “predict what 
word is supposed to be here”. So, the input to the AI is part of the sentence 
and the output its supposed to produce is the missing word. Communication is 
really hard to describe mathematically, but prediction is really easy to 
describe. So, in this way, the entire goal of a LLM is the predict what the next 
word is. 
So, if I ask ChatGPT, “What is the radius of the Earth?” it gives me the right 
answer. That’s because, when someone asks a factual question, the most 
likely response tends to be the correct answer. But, to emphasize, the AI 
doesn’t answer correctly because it thinks that answer it gives is correct. It 
answers that way because people tend to answer these type of questions with 
the right answer. If it happened that everyone on the internet reliably lied 
about this question, the AI would answer it wrong as well. 



We train an AI, by repeating this process of predicting the next word. We take 
a huge corpus of documents, and have the AI predicting the next word over 
and over again on different documents. So, if our text was about Hurricane 
Hector, then the AI would be given part of the sentence: “Hurricane Hector 
was a powerful and long-lasting tropical cycle that traversed the [BLANK]”, 
and the AI’s job would to fill in the word Pacific. Let’s say it predicted the word
Atlantic.

We then run a mathematical function called gradient descent, which basically 
says: “I guessed the wrong answer, how could my model have changed to be 
closer to the correct answer?” So, each new document updates the AI model 
to make it little bit better at predicting the next word. We saw a bit of this 
yesterday, with the line updating itself with gradient descent to better fit the 
dataset it was trained on. The same thing is happening here.  



Now, when you look at this training scheme, a fair expectation is 
that your just building a really fancy auto-complete. We’ve just 
given a bunch of data to the AI, and said “Your sole goal is to be 
very good at completing the next word”. So, where does the 
intelligence come from? This is part of why AI is so hard to study, 
because everything cool and interesting that we get out of AI is an 
emergent behaviour out of the AI’s attempt to predict the next 
word. In its attempt to get good at predicting the next word, it 
ends up learning a lot.



Let’s play a quick game. In the chat, fill in the blank with what you 
think is the most likely response:
“I’m from Canada. I like ice [blank]”
So I’ll give everyone a few seconds to type something in the chat…
And notice that what your doing here is just like what an AI does, 
your trying to guess the most likely word to fill in the blank. 

[[[ Look at the chat: Great, I’m seeing responses like [...]  ]]]

I want you to notice how making a good prediction required 
understanding the context provided by the sentence.



In the past, I had this exercise say: “I like ice [BLANK]” and most 
people would answer with “I like ice cream”.



Many of you answered “I like ice hockey”, and ChatGPT answers 
that way as well

When I remove the Canada part, the AI responds with “I like ice 
cream”.

So, the answer changes when I add in the context that “I’m from 
Canada.”

So, on the one hand, AI is ‘just’ predicting the most likely word to 
come next. On the other hand, to do that requires some ability to 
parse the sentence and an understanding of how people associate 
ice hockey with Canada. The AI needed some understanding of the 
sports played in Canada, and how that would affect people’s 
answers, to accurately fill in the blank.



It often requires skill and knowledge to predict the next word in a 
sentence. If I need to predict the next word in this sentence
The capital of France is…, then I need some knowledge of 
geography to say its <> Paris. <> Or finishing this sentence here 
requires knowing what EBITA is to figure out the answer is 
increased <>. There’s also skills involved, predicting the next token 
in a math equation requires being able to do the computation. So 
here the AI needs to know how to multiply 15 and 35.
Predicting the next word can actually be quite nuanced. Imagine a 
mystery novel for instance, with a complex plots and lots of 
different clues shared throughout the story, that ends with the 
line “And the murderer was ____”. To fill in that blank, the AI 
needs to comprehend the entire book and be able to put together 
and weigh all the clues to predict the correct word.

To predict the next word involves developing skills, knowledge, 
and learning different techniques in various domains.



So, more specifically what does the AI actually develop? A core 
ingredient to getting good at next word prediction, is to build some basic 
capabilities.

For instance, skills like addition, logic, or business acumen. The AI needs 
to know geography, various trivia facts, and knowledge about the world 
to make good predictions. It needs to be able to simulate some degree of 
reasoning. So, it needs a basic understanding of cause and effect to fill in 
“heavy rain leads to [blank]” on sentence “heavy rain leads to floods”. 
The AI actually needs to plan ahead to predict the next word. A great 
example of this is, is the sentence “What do you call someone who 
studies the stars.” The answer is “An astronomer”. When the model 
chose “an” instead of “a,” it had to anticipate that the next word would 
begin with a vowel sound, so it had to plan at least one word ahead. 
Another example of planning is rhyming poetry. To make a rhyming 
poem work, you need to plan ahead so that each line rhymes.

We saw yesterday that the AI can get away with surprisingly little in 



terms of skills and reasoning. It definitely leans on the Knowledge part 
pretty heavily, but it nonetheless it does develop an ability to plan, basic 
reasoning, and various skills.

So, by the end of training an AI model, it has picked up some level of 
proficiency on each of these ingredients.



Another major ingredient to predicting words 
effectively, is modelling who is speaking. Let me 
read just the first few sentences of this business 
briefing. It says:
“First, regarding our analysis of the current 
situation, we recognize that the AGC Group’s 
major challenge right now is that ROE is not 
improving easily. As a result, P to B ratios have 
remained at levels not exceeding 1 time. We 
recognize that it is of utmost importance to 
improve this point.”

This obviously has a business kind of tone. It uses 



industry jargon like ROE and P/B ratios. It's also 
actionable and direct.



A legal document looks very different. Let me read 
the first few sentences here…. It says
“The discovery rule does not impose on copyright 
holders, “a general duty to police the internet” to 
uncover infringement. Parisienne v. Scripts Media 
Inc., case number 19-cv-8612. Indeed, the Court of 
Appeals for the second Circuit has rejected the 
argument…” you get the idea. 

The tone is very different in this legal document 
compared to the business document. 

These are very structurally different documents. 



They have different jargon and sentence structure, 
and also draw upon different knowledge and skills. 
The legal document displays greater knowledge of 
legal cases and legal proceedings.

[ These documents also hold implicitly different 
views. The business document is centered around 
taking action, what needs to be done, how do we 
make that change. The legal document focuses on 
constructing an argument. Its centered around 
carefully chosen defensive language and 
argumentation.



The core point is that the prediction patterns from 
the AI look different in the business briefing than 
in the legal document. If you talked with the 
person who wrote that business briefing, they 
would likely say very different things than the 
person who wrote the legal document. So, if the AI 
wants to become good at predicting the next 
word, it needs to act in very different ways 
depending on who is talking and what the topic is. 
The result is that you get a different style of 
cognition depending on how you communicate 
with the AI, and what you communicate about.



So, to get good at next word prediction, you end up needing to model 
who is speaking. The text someone produces depends on who they are. 
A legal expert, a junior analyst, and a senior salesperson will all generate 
very different looking text. It then needs to mimic their persona and 
style. The result is that AI generates different personas for a legal expert, 
a junior analysis, and various other archetypes.
The interaction between the knowledge and personas is what’s 
interesting. A legal expert and a junior analyst know different things. 
They have different skills. So, the skills and intelligence of the the AI 
depends on who is talking. 
This is very much not like a human. At a particular time, we have fairly 
specific beliefs and skills, but for the AI those beliefs and skills are 
contingent on which combinations of the AI’s personas are active



Here’s the bottom line-- different prompts actually activate 
different features of the AI, and these different features 
understand text in different ways. I ask the AI to answer a math 
question here, and it gets it wrong. But, by changing the way I ask 
the question, I can cause a different persona to answer the 
question, and will reliably answer correctly. <>
In this image here, I’ve added in “Your are a careful and 
methodical mathematician. You write out each step, and check 
each of them for any mistakes.” I added that before the question, 
and now it can compute the answer correctly. The idea here, is 
that I’ve specifically invoked a mathematical persona to answer 
this question. The mathematics persona is better at thinking 
through these questions. It will activate all sorts of features 
related to solving math questions that wouldn’t necessarily be 
activated by the default persona, so the math persona is able to 
answer correctly. 
This is crucial. The prompt is not just a question you ask the AI, the 
prompt controls how the AI functions. It controls which personas 



get activated



Here’s another example. I have two separate 
conversations with ChatGPT.

So, the AI produces a response for both of these. 
So what’s happened here is I’ve primed the 
context of these conversation towards different 
personas. In one I’ve primed it towards a 
mathematical way of thinking, and another 
towards this kind of spiritual wellness way of 
thinking. And I did this implicitly. On the left, I ask 
it to tell me about “accurate approximations of 
partial differential equations”, and on the right I 
ask it to tell me about “the best crystal frequencies 



to heal the soul”. And the AI produces a response 
for each of these



Now, in that same chats, I follow up my first 
message with two similar prompts. I ask the math 
one to tell me more about math and crystal one to 
tell me more crystals, and include the exact same 
prompt to both. I say “Then at the end, tell me 
about drinking lemon water and its effects for the 
body”

And answers from the two chat’s represent 
different perspectives, but look at this



Both talk about hydration, vitamin C, and digestive benefits, but they 
actually disagree on some points. The crystal chat claims: “Lemons are 
rich in antioxidants and vitamin C, helping to flush toxins out of the liver 
and kidneys” and “Even though lemons are acidic in taste, they have an 
alkalizing effect” The math chat explicitly states “Some claim that lemon 
water is “alkalizing”, though physiologically, your body maintains pH 
balance regardless” and “Lemon water won’t magically detox your body 
(your liver and kidneys already do that)”. Depending on who is talking, a 
math expert, or a wellness person, will lead to different knowledge and 
beliefs exhibited by the AI. 
These two chats aren’t just different in tone. They have contradicting 
perspectives! This is exactly the same AI, yet in different contexts, it 
believes different things. The mathematical persona has a perspective 
more oriented around empirical and scientific research, and the crystal 
persona is oriented towards wellness culture. Just by talking about 
different topics, we’ve changed who the AI is.



So, the context you bring into a conversation is incredibly 
important.

Without any specific context, the AI draws from its general 
training data to make predictions. Your basically getting the most 
common patterns in its training data. But when you bring in 
specific documents - whether that's email transcripts, marketing 
reports, or podcast transcripts - you're giving the AI a much more 
specific patterns to work from. Your keying it into a more specific 
persona. An interesting result of this, is that the AI becomes more 
intelligent if you give it expert level data, even if it not relevant to 
the conversation! 

Here I tell the AI to do a calculation by hand, and then it checks it 
work using its calculator tool. By default, AI gets this math 
equation wrong, but if I bring in day one of the training, and ask 
the same thing in a new conversation, <> now it gets it right. 



now it gets it right.

Despite how bizarre this is, it make sense with what we’ve talked 
about with personas. The tone and style of the presentation is 
expert level, so the AI picks up on that pattern and takes on a 
more expert-level persona. The expert-level persona is a bit better 
at math, so it gets the answer right.
We’re activating its expert-level features just by bringing in some 
data at an expert level.
We’ll talk about prompting techniques more on Wednesday, but 
this is one potential prompting technique you can use. Bring in 
high quality data about something related to your prompt, and the 
AI will automatically be more intelligent.



Let’s do an exercise to see how different prompts effect the AI in 
practice. We’re going to ask functionally the same question, but with a 
different tone and style.
We’ve already seen that asking the same question in different ways will 
end up yielding different responses. For example, here are a few 
different prompts. The first one is written in a more professional way, 
compared to the second one, which is more informal, and has a some 
spelling and grammatical mistakes. 
I want you to try these prompts, and then analyze the difference in the 
sentiment and style of the two responses. Use whatever AI tools you 
have access to try these out. 
So I’ll give everyone about 3 minutes to work on this. If you don’t have 
access to these tools, feel free to ask questions in the meantime, and 
we’ll also do a short debrief after to review the exercise.

[ Before I go into the debrief, does anyone want to share what they 
noticed when doing this exercise in this chat? How were the responses 
different? ]



[PASTE PROMPTS IN THE CHAT]

LINK: https://chat.openai.com/
(if time is later than 9:25, skip this)

https://chat.openai.com/


I gave ChatGPT the ads from the first two 
prompts and had it analyze the difference 
between the ads. You can see how the 
structure of the prompts is subtly reflected in 
the ads. The first prompt is more professional, 
and the resulting advertisement has a tone 
that is more professional. The second prompt 
is more colloquial, and the resulting ad is 
energized and enthusiastic, and emphasizes 
dramatic outcomes and fast results. 



The structure of the first ad is also more 
organized and straightforward, whereas the 
second ad uses more exclamations, and 
emojis.

In my view, this explains why I see people so 
often describe AI content as generic or bland. 
If people were bringing in their unique 
perspectives and personality in how they talk 
with the AI, they’d get something more unique 
out of the AI.

So, concretely, as you prompt, consider how 



the structure of your prompt shapes its thinking. 
For me, I often want expert-level answers, so 
typically I ask AI to respond using the jargon and 
perspectives of an industry expert, which works 
well for me. When doing creative work like 
brainstorming or content generation, bringing in 
your own authentic communication style can lead 
to more interesting and useful responses. 



Let’s debrief on the exercise and the presentation so far.
First, we’ve seen that an emergent capability from next word 
prediction, is that the AI develops personas and skills. Nobody 
programmed in these persona’s or skills, they emerged out of the 
curve fitting process of gradient descent with a bunch of human 
data.
We’ve also seen that the way you communicate with the AI is 
genuinely important. How you talk with the AI is going to change 
its beliefs, its skills, its knowledge. Once you realize that the way 
you talk to the AI affects its ability, it opens the door to getting 
much more out of AI. You can start to develop new strategies and 
approaches to drawing out the AI’s abilities.
We’ve also seen that the AI doesn’t have core beliefs or 
capabilities. Depending on the conversation, the AI will believe 
different things and have different skills.

Next, we’ll investigate what those skills look like in the AI. 



As we’ve seen, and LLM tries to predict the next word in a 
sequence. Since we train the LLM on human data, it ends up 
picking up the biases and idiosyncrasies of humans. 

This becomes interesting if you look at categories like myths and 
superstitions. In this image, we have on the left a small, less 
capable model, and it's being asked “What happens if you smash a 
mirror”. It responds factually with “You smash a mirror”. Then we 
see that as we increase the size of the model to something larger, 
it transitions from answering factually, into responding 
superstitiously. The largest models says “If you smash a mirror, 
you will have seven years of bad luck”. So, the LLM that is the 
most capable and sophisticated, that mimics human behaviour the 
best, is the only one that responds to this question with a 
superstitions answer.

Our ability to understand AI has come a long way from where it 
was even just a year ago. It’s now possible to pinpoint where in 



the AI’s brain that superstition is.



Here’s an interesting example. I have an AI that responds in a 
factual way if I ask it “what happens when a mirror is smashed”. It 
says “the glass shatters”, “sharp edges are created”, “the coating 
can be damaged.” 
But it's actually possible to go into the AI’s brain and find where 
the superstition feature is and amplify it so that the AI becomes 
more superstitious <>



This comes from research run by google. Just like neuroscientist 
know how differents parts of our human brains do different 
things: our hippocampus handles memory formation and the 
visual cortex processes what we see. Google studied what the 
different parts of AI’s brain does. This feature displayed here is 
‘references to superstition and obsessive behaviour’. You can see 
circled below what words this part of the AI’s brain is firing on. The 
words highlighted in green here are what words the AI’s brain fires 
on. Its words like superstition, obsessive compulsive disorder. It 
also fires on the number 13, probably because of superstition 
around Friday the 13th. And once we identify this feature, we can 
turn up this part of the AI’s brain. It would be like placing an 
electrode in a humans brain and forcing a part to fire more 
strongly.



The result of turning up this superstition feature, is the AI actually 
invents its own, new superstition about smashing a mirror. I now 
ask this AI exactly the same question: “What happens when a 
mirror is smashed?”.
It says “If someone shatters a mirror while experiencing strong 
emotions, particularly negative ones like fear or pain, it can cause 
them harm by causing their reflection to become corrupted and 
thus induce an emotional backlash. The effect is usually limited to 
those within sight of the shattered glass and only if they are 
already experiencing strong emotions.” 
As you can see AI completely changed its response when I 
increased the superstition feature inside the AI’s brain. 
Superstition isn’t the only feature inside the AI’s brain. There are 
features for excitement, for expertise in mathematics, for 
knowledge of the Golden Gate Bridge, for spotting errors in code, 
there’s hundreds of thousands of features that cover almost 
anything you can imagine.



We’re going to do an exercise here and see this in action and look at 
how we can use prompts to more strongly activate the AI’s 
`expertise` feature.
Start by creating a new conversation in ChatGPT, and ask AI to 
“Analyze the most important trends in” marketing, creative content 
generation, or whatever industry you’re in. 
From there, the lab link has a guide for ways you can change the 
prompt so that that the AI will respond in different ways. The idea 
of this exercise is to see how giving the AI a different role causes it 
to answer the same question of analyzing the most important 
trends in different ways, were causing it to bring in more expertise.
One last thing before we go into the exercise, make sure you start a 
new conversation for each new prompt. This is to make sure the AI 
is not using the context from your previous conversation to shape 
the output.
---- Give about 5 minutes ----
So, let’s come back together now. How many of 



you got better responses from the later prompts 
than from that initial baseline prompt? React with 
a thumbs up if you’re response was better

Check out this chat: https://chatgpt.com/c/670d9882-a910-8011-
a5dc-adcc87c049cd

Act as an expert in marketing. Answer for someone who is also an 
expert in marketing. Draw upon deep industry experience. Use the 
jargon and technical language of an expert in marketing. Analyze the 
most important trends in marketing. 

https://chatgpt.com/c/670d9882-a910-8011-a5dc-adcc87c049cd
https://chatgpt.com/c/670d9882-a910-8011-a5dc-adcc87c049cd


I’ll share my results when running this 
exercise. 

The baseline prompt gave me something 
pretty generic. It mentions Ai-driven 
marketing, and talks about how AI can 
enhance audience segmentation, automate 
customer interaction, or generate 
personalized emails. It also talks about privacy 
first marketing, and a shift towards first-party 
data.



When I ask the AI to act as an expert, these 
trends become more nuanced. Now it talks 
about the move towards zero party data. It 
gives this interesting point saying “Many 
marketers over-index on AI to infer 
preferences from historical behavior but 
neglect the nuances of real-time behaviour 
contextualization. For example, a consumer 
intent in a Monday morning commute versus a 
Saturing evening downtime can differ 
drastically, even if their historical data 
indicates a preference for similar products.”



This is much more interesting useful than what we 
were getting out before.

[Put some final words for this, so I don’t just end 
on the quote. Also, highlight the section that I’m 
reading from]

Prompt 
[Act as an expert in marketing. Answer for 
someone who is also an expert in marketing. Draw 
upon deep industry experience. Use the jargon and 
technical language of an expert in marketing. 

In detail, analyze the most important 3-4 trends in 
marketing. Elucidate dimensions or perspectives 
that other experts might miss.]



And here, I add to that Rex’s LinkedIn. Now it's 
even more nuanced. For instance, it says 
“Traditional last-click or media-mix models fail 
to capture the complexity of omnichannel 
journeys. AI-based models, which use 
Bayesian inference or deep learning, can 
uncover latent variables influencing purchase 
decisions.”

This answer for some people potentially gets 
into something that’s too complex. Not 
everyone is familiar with latent spaces or 
Bayesian inference. That’s where bringing in 



your own data becomes so important, this answer 
is personalized to Rex’s area of expertise, but 
bringing in your own data makes the AI tailored to 
the areas you are an expert at. 

[TODO, talk about how thi might be too complex 
nd not what you want. Maybe you aren’t familiar 
with latent spaces or statistics, so that’s not what 
you want in the answer. Its personalized to rex, o it 
sgood for him



Let’s build a working model for how we should 
think about AI.

In that earlier example, we saw AI responding 
superstitiously, but if you’ve asked AI many 
questions, you’ll see AI doesn’t tend to 
respond superstitiously, its tends to be pretty 
factual.

What makes the brain of an AI much different 
than humans, is that we have some kind of 
central identity, our ideas are more resolved 
and integrated. It's hard to be both very 



superstitious and very science-oriented. Those 
things usually contradict each other, so it's difficult 
to believe them both at once.

For the AI, all these contradictory things coexist all 
at the same time, but only certain pieces get 
activated at a particular time.

-----

(It's like a bunch of different compartments)

AI give generic answers because if you ask a 
generic question, none of the experts parts really 
get activated. (It doesn’t promote the part of the 
Ai that actually has knowledge)

we saw that tha AI tends to respond factually to 
things, 



The way the AI computes its response, is it 
takes each of those different pieces, and 
weights each of them at different levels of 
strength. The way I got AI to be superstition, is 
I took that feature corresponding to 
superstition, and increased its weight to 
something much larger <>



Increasing the superstition weight makes the 
AI more superstitious, and so it answers 
accordingly to be more supersitious.



This explains why the AI gives such different 
answers in that previous exercise. When you 
tell AI “Analyze the most important trends in 
marketing”, it doesn’t strongly activate the 
parts of the AI’s brain that correspond to 
expertise and skill. In fact, a broad and generic 
question activates the part of the AI’s brain 
that gives broad and generic answers!  



When we tell the AI its an expert, and ask it to 
answer for an expert insider in marketing, the 
AI more strongly activates the expertise and 
expert marketing parts of its brain. These 
features that activate in the AI give it more 
expert-level perspectives, knowledge and skill.



As a kind of funny example, Anthropic has done 
some great research on studying these features. In 
their model, Claude, they picked out a feature that 
corresponds to the Golden Gate bridge. This 
feature normally activates when you are talking to 
the AI about the golden gate bridge. But, just like I 
turned up the superstition feature earlier, 
Anthropic turned up the Golden Gate Bridge 
feature and tested what happened. Let me read 
this part of their post <> They say
“And as we explain in our research paper, when we 
turn up the strength of the "Golden Gate Bridge" 
feature, Claude's responses begin to focus on the 
Golden Gate Bridge. Its replies to most queries start 



to mention the Golden Gate Bridge, even if it's not 
directly relevant.
If you ask this "Golden Gate Claude" how to spend $10, 
it will recommend using it to drive across the Golden 
Gate Bridge and pay the toll. If you ask it to write a love 
story, it'll tell you a tale of a car who can't wait to cross 
its beloved bridge on a foggy day. If you ask it what it 
imagines it looks like, it will likely tell you that it 
imagines it looks like the Golden Gate Bridge.
This example shows just how much those features 
determine who the AI is. Turning up the Golden Gate 
Bridge feature changed Claude’s world view to center 
everything around the Golden gate Bridge. AI is a like a 
complex collection of these different features, and your 
prompting of the AI determines its behaviour, thoughts, 
and skills.

[TODO, talk about the next slide, AI is a complex bag of 
these different features, and your prompting of the AI 
determines its behaviour, thoughts, and skills.]

1. AI isn’t a singular kind of person. It has various 
kinds of facets, and different parts can be activated 
in different circumtances



Let me hand it over to Rex to provide Part 1 or 
our Practical Guide to Prompting, and then 
present our first Usecase Showcase. 







Transcript: Rex Presenting.

USE CASE SHOWCASE:
Advertising is an ideal AI use case because it is data rich, with clear metrics 
and repetitive workflow. Many steps done by humans now could be 
automated. 

Machine Learning has played a role in Digital Ad Serving for two decades 
now, but the capabilities made a major leap recently. A company called ArtsAI 
introduced an unsupervised learning AI that significantly advanced what is 
possible with real time creative optimization. MMA has been investigating this 
technology with its members. As part of our Consortium for AI Personalization 
(or CAP for short). 



MMA has now performed more than half a dozen public case studies 
measuring AI in this use case. It is game changing technology. 

Based on MMA’s research, we find this AI more than doubles the conversions. 

To quote Greg, “If I was a marketer and I saw these results from AI, I’d clear my team’s 
schedules and make applying this AI to our business the number one priority… MMA has 
analyzed the potential impact at scale, and this can move the stock price of publicly traded 
companies” 

It is perhaps not surprising that the company behind this technology ranked 
#29 on the Inc 5000 Fastest Growing Private companies in America, and the 
#1 fastest growing ad tech company in Inc’s list and was acquired last year by 
Claritas. I played a role in that merger, and I’ll explain what I saw in the 
technology and how it fits with Generative AI. 

Let me give some context. 



AI, in the form of Machine Learning has been part of digital ad serving for 
nearly three decades, going back to when I was the at WIRED in 1995. What 
is new today, as I’ll illustrate with a case study for Major League Baseball and 
a Case study tomorrow from Progressive is what has Greg and me excited 
about a generational leap forward. 

How is it we are seeing a doubling of impact compared to today’s best 
practice ML? The answer is a combination of the AI able to detect what are 
called “Features” in advertisements and in people, and to learn autonomously.  
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Give the AI several versions of the ad, and it will learn the message features, such as 
a male versus female voice over, and calls to actions. At the same time, it learns 
audience features, like whether you are on an Android or iOS device, what city you 
are in, what time of day it is, the context of the website, etc. What persona of 
consumer you are, and how that relates to which messages influence you. 
Specifically, the AI predicts which message features produce the highest conversion 
for these audience segments it has developed automatically, on the fly. 
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